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 The document categorization problem in the case of a large business document flow is considered. Textual and visual 
embeddings were employed for classification. Textual embeddings were extracted via OCR Tesseract. The Viola and Jones method 
was applied to generate visual embeddings. This paper describes the performance optimization technology for the implemented 
classification algorithm. Servers with Intel CPUs were used for the algorithm execution. For single-threaded implementation, 
high-level and low-level optimizations were performed. High-level optimization was based on the parametrization of the recogni-
tion algorithms and the employment of intermediate data. Low-level optimization was carried out via compiler tools allowing for 
an extended set of SIMD instructions. The implementation of parallelization with several multithreaded applications on multiple 
servers was also described. The proposed solution was tested using own test data sets of business documents. The proposed meth-
od can be applied in modern information systems to analyze the content of a large flow of digital document images.
 Keywords: text analysis; document recognition; document classification; speedup.

Introduction
Document image recognition is a relevant 

problem since the number of documents printed on paper 
constantly grows. For example, the volume of incoming 
and outgoing document flows in large organizations can 
reach O(106) pages per day. The number of documents 
in the archive of a large bank may reach O(1010) pages.  
Despite the introduction of digital document flow, the 
number of paper documents and hard copies of digital 
documents is growing. A Russian publication reports 
that «according to experts and business estimates, the 
volume of paper document turnover is now growing in 
the country by 10% a year or more» [1]. However, an 
ever-growing paper workflow requires the storage of 
digitized document pages within an electronic archive. 
Image recognition of pages is an effective way to extract 
attributes.

For convenience, a document flow is segmented 
into individual documents (single-page or multi-page), 
and the latter are categorized. Works [2, 3] describe 
classification methods that are based on textual and 
visual embeddings. When categorizing heterogeneous 
documents, combination methods are useful, for 
example, using the BERT model [4]. Effective methods 
for textual information analysis include the application 
of probabilistic topic models. Such models are designed 
to determine the thematic structure of documents by 
representing each topic by a discrete distribution of 
word probabilities, and each document by a discrete 
probability distribution of topics [5]. When analyzing a 
document, a topic model assigns a document to a certain 
topic. Implicitly, it is assumed that the document contains 
a sufficient number of words to construct a discrete word 
probability distribution. The additive regularization of 
BigARTM topic models is described in [6]. In [6], a 
multi-objective optimization of the weighted criteria 
sum was employed. This was necessary to pre-define and 
ensure the stability of a topic model construction over a 
collection of documents. The following datasets derived 
from recognized images or articles can be used to train 
text-based methods: 

– the NIST 2 database (NIST-SPDB2) which 

includes 5,590 binary images of 20 classes of tax forms 
with printed or handwritten content [7];

– the Tobacco-3482 dataset which inclues 3,482 
images of 10 classes: report, memo, resume, scientific, 
letter, news, note, advertisement, form, and e-mail 
address [8].

Problem statement
We addressed the problem of business document 

classification for the banking industry. Business 
documents have several peculiarities. For example, the 
dictionary of acceptable static words is limited. The 
document template is editable for filling and printing. 
Both visual and textual features were used. Visual 
features were extracted from documents within the 
«Internal Russian passport» category. Textual features 
were extracted for the documents of the following classes: 
Agreement, Contract, Articles of association, User 
Questionnaire, Supplementary Agreement, Application, 
Invoice, Specimen Signature and Seal Card, and others. 
The images of the «Internal Russian passport» document 
pages were categorized using the Viola and Jones method 
[9]. Images of other documents were recognized using 
OCR Tesseract [10]. The classification of the recognized 
document pages was performed using the method based 
on special text point descriptors [11, 12]. We employed 
a hierarchical classifier with classes arranged into three 
levels, for example, «Agreement» - «Supplementary 
Agreement» - «Supplemental Account Bank 
Agreement». If the document did not match the category 
of «Supplemental Account Bank Agreement», then the 
categories «Contract» or «Additional agreement» were 
assigned instead. The classifier included 45 terminal 
classes. We should note that this number of classes 
significantly exceeds that of the public datasets [7, 8]. 
It was assumed that each class was introduced using one 
or more templates similar to one another. The similarity 
was evaluated by a set of keywords. A set of keywords 
could be a shingle [13] or a more general sequence of 
words with specified associations between word pairs. In 
addition to the classification accuracy set for each class, 
the most important requirement was speed. A multi-
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core computing system was required to process 300,000 
pages in 8 hours (not including the time for scanning and 
transferring the results into the electronic archive).

Classification method 
 The classification method was based on 
determining the closeness between the array of 
recognized words within the digitized page and one or 
more document models. The models were constructed 
as follows. We employed special text points that 
corresponded to some words within the template. The 
special text point W, as defined in [11, 12], includes a few 
components of the word T(W) given within the document 
template, as well as B(W), a boundary consisting of 
the coordinates of a quadrilateral bounding the special 
text point image exactly or with a specified margin; the 
coordinates were scaled with the height and width of the 
normalized page. In addition, for each W we specified 
the parameters of the modified Levenshtein distance [11], 
L(W): mandatory character masks, the comparison cost 
of similar characters, and the threshold distance dLEV(W). 
The triplet of {T(W), B(W), L(W)} defines a special text 
point descriptor, and L(W) is optional. We employed the 
chains 

Ci = {W1(Ci), W2(Ci), … Wn(Ci)}.

as a set of descriptors for special text points W1(Ci), 
W2(Ci)), … and several thresholds d1(W1(Ci)), d2(W1(Ci)) 
…. for classification. The thresholds allow for the 
comparison of relative positions of a point Wj(Ci) and 
previous point Wj-1(Ci), where j>1. The relation between 
terms is not necessary. Each of the specified thresholds 
dk(Wj(Ci)) is a parameter in condition

rk
T(Tmi-1(C),Tmi(C))<dk(Tmi(C)),

where  rk
T is some metric for evaluation of distance 

between two terms. Such metrics are, for example, the 
number of words between two terms or the distance 
calculated using the boundaries of the recognized words 
which correspond to the terms.
The detection of a special text point candidate was 
performed via the recognition, and a special text point 
Wj(Ci) was compared to a detected candidate WREC via 
a modified Levenshtein distance [11]. When comparing 
words it is necessary to take into account the possibility of 
a significant number of recognition errors. The term of a 
special text point Wj(Ci) is mapped to multiple candidates 
among words within the recognized document: the word 
is considered a candidate if the distance between the 
word  and Wj(Ci) is less than dLEV(Wj(Ci)). Candidates 
WREC

q to be associated with Wj(Ci) are verified in terms 
of consistency based on terms sequence in chain Ci. 
Namely, among all candidates, we selected the ones that 
allowed for a minimum value of 

d(Ci) = max(rLEV(T(Wj(Ci)), W
REC

q)) à min.      
                    

 When calculating the chain match score, all 
terms should be linked, and if the match is ideal, the 
penalty d(Ci) is zero.
 The page type classification was based on 

predefined page descriptors. For each descriptor 
D(Pk)={C11(Pk), C12(Pk),… } of class Pk, the link to the 
recognized page was established, and match scores for 
each document class were calculated. The evaluation of 
match to the type k  was chosen as the minimum among 
match scores of chains Ck1(Pk), Ck2(Pk),…. After ranking 
the scores, we selected either the minimum which 
corresponded to the closest class or several lowest scores 
in the case of multi-class classification.

System structure
 The described algorithm was implemented in 
the developed system, which in addition to the above-
mentioned Viola and Jones algorithm included the OCR 
Tesseract version. The system includes the following 
components:
 – image input;
 – visual embeddings extraction;
 – textual embeddings extraction;
 – classification via visual embeddings;
 – classification via textual embeddings;
 – combining classification results;
 – transfer of results to the electronic archive.
 The system was implemented with Visual Studio 
Community 2017 and Intel C++ Compiler. The testing 
was performed on an Intel® Core(TM) i7-4790 CPU 3.60 
GHz, 16.0 GB, Windows 7 prof 64-bit. A custom dataset 
was created. The test dataset consisted of 300 pages of 
business documents of different classes. The recognition 
of all 300 pages with the original parameters took 
t=4928,53 seconds, with the average recognition time per 
page tcp of 16,43 seconds, the minimum recognition time 
per page tmin was 0,99 seconds, and maximum tmax was 
143,21 seconds.
The profiling was performed using the built-in Visual 
Studio Performance Profiler. The majority of time was 
spent on OCR Tesseract on the test dataset and accounted 
for more than 50% of the total runtime. About 10% of 
the total time was spent on the bilateral filter. The Viola 
and Jones methods and classification accounted for less 
than 1% of the total time. Several types of performance 
optimization were applied to speed up the system: high-
level optimization, low-level optimization, and parallel 
programming.

High-level and low-level performance optimization
 With a fixed algorithm, high-level optimization 
is based on the following techniques:
 – parameter selection;
 – memoization (the use of intermediate data) 
[14];
 – lookup tables [15];
 – application of approximate calculations and 
other methods.
 The parameter selection and data representation 
for the OCR Tesseract component were employed for the 
optimization. The limiting the recognition area in each 
page allowed for a significant performance improvement. 
To implement this restriction, in training set of 5000 
pages, we selected a region which contained all key 
words necessary for classification of all documents. 
With a margin, the following recognition area limit was 
chosen: 70% in page height and 90% in width. This 



limitation allowed for an improvement of Tesseract 
runtime, which led to overall progress: t=2649,57 
s., tcp=8,83 s., tmin=0,83 s., tmax=77,64 s. . The page 
images binarization prior to recognition also proved 
to be effective. The initial goal of binarization was the 
recognition accuracy gain since it removes the complex 
background and eases morphological operations. 
However, we observed runtime improvement because 
of binarization: t=2293,20 s., tcp=7,64 s., tmin=0,98 s., tmax 
= 59,83 s. . These values were measured in the case of 
recognition in limited area. The measurements account 
for the performance of both OCR Tesseract recognition 
and binarization operation. 

Low-level optimization was performed by se-
lecting an extended set of CPU instructions. The exper-
iments were carried out with Visual Studio 13 compiler. 
When compiling with Intel C++ Compiler XE 15.0, we 
achieved a significant speedup compared to the previous 
version: t=2156,00 s., tcp=7,19 s., tmin=0,76 s., tmax=59,66 
s. . The compilation was optimized for AVX2 architec-

ture. Intel compiler allowed to optimize OCR Tesseract 
performance as well as bilateral filter performance. Table 
1 illustrates the described experiments. Due to the ad-
opted optimization methods, the total time of recognition 
of all pages was reduced by more than half compared 
to the initial implementation. Hence, with the optimized 
approach, during 8 hours approximately 8*60*60/7,19 ≈ 
4005 pages can be recognized.

Performance optimization via parallel computing
Parallelization of recognition was implemented 

using standalone components, hence cluster with several 
multi-core nodes could be employed. Numerous applica-
tions processed pages in multiple threads, and the input 
flow of pages was assigned to these applications using a 
load-balancing manager. The system was implemented 
via micro-tasking, i.e., parallelism was applied without 
using explicit control. Experiments were conducted to 
process 300 test pages on a single node with the charac-
teristics described above. Table 2 illustrates the results. 

Table 1. Computational tests of a single thread mode

 Table 2. Computational tests of a multi-threaded mode
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The results suggest that the best average time 
(1.67 seconds per page) is achieved by running 2 appli-
cations, with 4 threads for page processing in each. Such 
configuration allows for 8*60*60/1,67 ≈ 17245 pages to 
be recognized in 8 hours.

In other words, we have increased the page pro-
cessing speed by about 10 times. The processing of the 
desired 300000 pages in 8 hours would require a cluster 
of 4 similar nodes.

Conclusion
The considered optimization approaches for doc-

ument categorization problem included: 
– setting the number of servers;
– choosing classification algorithm;
– parameterization of the OCR component;
– selecting and configuring compilation tools.

Parallelization is the most effective tool for in-
creasing processing speed. However, the other optimiza-
tion approaches we considered in single-threaded mode 
reduced runtime by half. In other words, optimization in 
a single-threaded mode reduced the number of nodes al-
most by half. 

In the case of real document flows, the number of 
nodes was reduced by about 40%. This reduction in the 
number of nodes for the system implementation simpli-
fies the creation and maintenance of technical support as 
well as significantly decreases the power consumption of 
the entire system.

The described approaches to software perfor-
mance optimization can be applied not only to business 
document processing systems but also to large image 
processing systems. 
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