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Finding shortest paths in a weighted graph is one of the key problems in computer-science, which has numerous
practical applications in multiple domains. This paper analyzes the parallel blocked all-pairs shortest path algorithm at the
aim of evaluating the influence of the multi-core system and its hierarchical cache memory on the parameters of algorithm
implementation depending on the size of the graph and the size of distance matrix’s block. It proposes a technique of tuning the
block-size to the given multi-core system. The technique involves profiling tools in the tuning process and allows the increase of
the parallel algorithm throughput. Computational experiments carried out on a rack server equipped with two Intel Xeon E5-2620
v4 processors of 8 cores and 16 hardware threads each have convincingly shown for various graph sizes that the behavior and
parameters of the hierarchical cache memory operation don't depend on the graph size and are determined only by the distance
matrix’s block size. To tune the algorithm to the target multi-core system, the preferable block size can be found once for the graph
size whose in-memory matrix representation is larger than the size of cache shared among all processor'’s cores. Then this block-

size can be reused on graphs of bigger size for efficient solving the all-pairs shortest path problem.
Keywords: shortest path; Floyd-Warshall algorithm; blocked algorithm,; multithreaded application; multi-core system,

hierarchical cache memory, parallelism; throughput.

Introduction

The problem of finding a shortest path
exists for ages. It has a long history of being
deeply investigated by different researchers to
solve various practical problems, starting from
solving mazes and ending by optimization of
networks [1,2]. The shortest path problem has two
formulations: finding a shortest path between a
source and each other vertex in a weighted graph
(Single Source Shortest Path — SSSP) and finding
shortest paths between all pairs of vertices (All
Pairs Shortest Path — APSP). Dijkstra’s algorithm
solves SSSP and has a O(n?) computational
complexity. Floyd-Warshall’s algorithm solves
APSP and has O(n’) computational complexity.
Both problems are computationally expensive for
large graphs. On graph of over 10000 vertices the
algorithms require impractical amount of time,
even on modern hardware. That is why, effective
parallelization of the algorithms on multi-core
systems is an important computational problem.

The algorithm parallelization requires
highly qualified professionals [3] to adapt
algorithm’s mechanics and implement it in a way
to meet features of the target machine, which is a
separate challenge due to the increasing number
of cores and their architectural differences [4].
The effective algorithm parallelization depends
on multiple factors including (but not limited
to) the distribution of worker threads between
processor’s cores [5,6] and optimization of
hierarchical cache memory usage [7].

In this paper we are focusing on

analyzing the block-parallel APSP algorithm
and tuning it with respect to the graph and
block sizes to account for the multi-core system
architecture and its hierarchical cache memory
with the objective of increasing the algorithm
implementation throughput.

Block-parallel shortest paths algorithm

The Floyd-Warshall algorithm [8] ope-
rates on a cost adjacency matrix D/N x N], where
N is a number of vertices in a graph. The matrix
is initialized with weights of the edges in such
a way that element D, contains a weight of the
edge between vertices i and j (upon completion,
element D, will contain a length of the shortest
path between the Vertlces) When an edge is
absent the value of D, is co. The algorithm
recalculates all elements of D within each of N
iterations of a loop along the graph vertices.

The authors of [9] proposed a blocked
(also known as “tiled”) version of the Floyd-
Warshall algorithm. This version splits matrix
D into blocks of size S x S, effectively creating
a matrix B/M x M] of blocks, where equality
M - §=N holds. It performs M iterations, each
consisting of three phases (see Figure 1) of
calculating the “diagonal” block (depends on
itself), 2 - (M-1) cross” blocks (each depends on
itself and the corresponding “diagonal” block),
and (M-1)*> “peripheral” blocks (each depends
on the corresponding vertical and horizontal
“cross” blocks.
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Figure 1. Illustration of calculation phases of block-parallel Floyd-Warshall algorithm on first two itera-
tions (steps)

In [10-13], the authors shown that
the blocked Floyd-Warshall algorithm can
be parallelized due to all “cross” blocks
are calculated mutually in parallel and all
“peripheral” blocks are calculated mutually
in parallel too. The ‘“diagonal”, “cross” and
“peripheral” blocks are calculated sequentially.
Algorithm 1 describes the resulting block-
parallel Floyd—Warshall algorithm by means of
OpenMP facilities.

It should be noted that the order of
block calculation within a loop iteration
along m doesn’t have to match the above-
described calculation phases. Instead, it can
be purely driven by the data dependencies
among blocks [14—17]. Des-pite differences
in data dependencies, which potentially can be
exploited [18], all blocks are calculated using
the same procedure (see Algorithm 2).

Problem formulation

Although the computational complexity
of both the basic and blocked Floyd-Warshall
algorithms is the same, the blocked algorithm
contrary to the basic one obtains a property
of spatial locality, which is very important
regarding the reduction of multiple data
transfers between fast and slow memory levels
in a multi-core system.

In the basic Floyd-Warshall algorithm,
matrix D is allocated in row-major style in
main memory. For large graphs, the matrix size
exceeds the last level cache (LLC) size, which
leads to a significant memory traffic because
the algorithm reads (and

Algorithm 1: Block-parallel Floyd—Warshall

Input: A number N of graph vertices
Input: A matrix W of graph edge weights
Input: A size S of block
Output: A blocked matrix B of path distances
M« N/S B[MxM] < W[NxN]
#pragma omp parallel
#pragma omp single
for m < 1to M do
BCA (Bm,m, Bm;n, Bmm) // Diagona]
fori <« 1toMdo
if i # m then
#pragma omp task untied
BCA (Bim, Bim, Bnym) // Cross
#pragma omp task untied
BCA (Buj, Bom, Bm,i) // Cross
#pragma omp task wait
fori < 1toMdo
if i # m then
forj « 1to Mdo
if j # m then
BCA (BiJ, Bi,m, Bm,j) // Paripheral
#pragma omp task untied
#pragma omp task wait
return B

Algorithm 2: Block calculation BCA

Input: A size S of block
Input: Input blocks B!, B2 and B3
Output: Recalculated block B!
for k< 1toSdo
fori < 1to Sdo
forj < 1toSdo
sum < b2y + b3y
if b'i; > sum then b';j < sum
return B!
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probably writes) every element of D within
every iteration. This may cause a complete
or partial reload of the matrix from the main
memory in each iteration and may lead to pore
performance.

Theblocked Floyd-Warshall algorithm performs
computations over blocks, with at most three
active blocks at a time. Due to spatial locality,
it can improve the performance on both small
(when D doesn’t’ fit in L1 processor cache) and
large (when D doesn’t fit in LLC) graphs.

In [7], the authors shown that on state-of-the-
art processors of that time the algorithm can
reduce the process-memory traffic by a factor
of S. In [9], to minimize L1 cache misses the
authors proposed to choose the size S of block
which meets the following inequality:

3- E-S’<C
(1)

where E is the size of matrix element and C'is the
size of L1 cache. The proposed approach works
for serial implementations of the algorithm.
Nowadays, the situation has changed with
respect to finding the matrix block size as the
size of processed graphs has grown, modern
computing systems have many levels of
hierarchical memory, each level’s volume
can vary from one processor to another, and
the number of cores and their parallelization
potential has increased. New techniques of
searching for an optimal (or preferable) size
of block of large-size matrices have to be
developed.

In this work we develop a multicore-system
profiler-based technique [17,19,20] to analyze
the parallel operation of cores within one
processor and the behavior of many-level
cache memory to tune the size of block in the
block-parallel all-pairs shortest path algorithm
with the aim of increasing the implementation
throughput.

Algorithm profiling on multi-core system

To wunderstand the dependence of the
algorithm execution time on the multi-core
system architecture and the organization of
its hierarchical cache memory we used the
Intel VTune Profiler 2021.8. The profiler
has facilities to measure the following PMU
(Performance Monitor Unit) MEM LOAD

UOPS_RETIRED events:

* L1 HIT PS—indicates L1 hit.

ecL2 HIT PS — indicates L2 hit (also
means L1 miss)

« L3 HIT PS — indicates L3 hit (also
means L2 miss)

« L3 MISS PS —indicates L3 miss and
access to RAM.
These events as well as the execution time
were collected all at once without multiplexing
[19] on every run of the algorithm. In all
experimental results, the value of each event is
a sum of all such events recorded on all cores
and processors during a sample interval [20].
In the paper, we report results obtained on a
rack server equipped with two Intel Xeon E5-
2620 v4 processors containing 8 cores and 16
hardware threads each. Every core is equipped
with a private L1 (32 KB) and L2 (256 KB)
caches, and all processor cores share inclusive
L3 (20 MB) cache. Table 1 reports the cache
latencies. Similar profiling results were
obtained on other processors. The algorithm
was implemented in C++ language using GNU
GCC compiler v10.2.0 and parallelized by
means of OpenMP 4.5.

Table 1. Sizes and approximate latencies of L1, L2
and L3 caches for Intel Xeon E5-2620 v4 processor

Name Size Latency
L1 (data) 32KB 4 cycles
L2 (unified) 256 KB 12 cycles
L3 (unified, inclusive) 20 MB 30 cycles

We conducted a series of experiments on
randomly generated directed graphs. Here we
report results for graphs of 4800, 9600 and
19200 vertices. It should be noted that the
matrix D size representing a graph of 4800
vertices is already larger than the L3 cache size.
Every experiment was repeated multiple times
and the results of computation were verified.
To ensure that the VTune profiler doesn’t
introduce significant noise, the execution time
was measured with and without the profiler
attached.

All experiments were conducted on block
sizes as follows: 30x30, 48x48, 50x50, 75x75,
100x100, 120x120, 150x150, 160x160,
192x192, 200x200, 240x240 and 300x300. All
block-sizes divide the matrix into blocks of
equal size without remainders.
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Table 2. Number of blocks fit in each level of cache vs. block size

Block Size 30 48 50 75 100 120 150 160 192 200 | 240 | 300
L1 (blocks)| 9,10 3,56 3,28 146 | 082 | 057 | 036 | 032 [ 022 | 020 | 0,14 | 0,09
L2 (blocks)| 72,82 | 2844 | 2621 | 11,65 | 655 | 455 | 291 | 256 | 1,78 | 164 | 1,14 | 0,73
L3 (blocks) | 5825,42 | 2275,56 | 2097,15 | 932,07 | 524,29 | 364,09 | 233,02 | 204,80 | 142,22 | 131,07 | 91,02 | 58,25

Results of algorithm profiling

Tables 3, 4, and 5 report the block-parallel
algorithm execution time and the number of
L1, L2, L3 and main memory hits obtained as
an average of 10 runs with the VTune profiler
attached. “Break points” (block sizes where
the algorithm no longer efficiently uses current
level of cache and starts to rely on the next
level) represented by — are the most interesting
information in the tables. For instance, the
block-size of 75x75 is a “break-point” because
three blocks of the size don’t fit in L1 cache
(see Table 2), therefore the algorithm starts to
more extensively use L2 cache. The number of
L1 cache hits is getting lower and the number of
L2 cache hits increases significantly (around 5
times). The number of L3 hits reduces around 2
times and L3 miss around 3 times, which means
less L2 misses. We can also see a stabilization
of the number of L1 cache hits on larger block

sizes (from 100 to 300). The standard deviation
over 10 runs of the algorithm is on average
1.23% for L1 hits for block sizes 100 — 300
on 4800 vertices of graph, is 1.55% on 9600
vertices and 1.93% on 19200 vertices.

The block size of 150x150 is the second “break
point” (between L2 and L3 caches) where the
number of L2 cache hits is reduced (around 1.5
times) and the number of L3 hits is significantly
increased (around 2.5 times). Then the number
of L2 hits continuously grows, the number of L3
hits temporary grows (with changing to gradual
reduction after the block size of 192x192) and
the number of L3 miss continuously reduces.
The increase of L2 hits is caused by the fact that
L1 cache can’t hold even a fraction of block
(for instance, the L1 cache contains only 1/3 of
a block of 160x160 size). The behavior of L3
cache is associated with the adaptation of L2
cache to the

Table 3. Event count vs. block size for block-parallel algorithm on a graph of 4800 vertices; profiler con-
tribution is up to 1.70%; arrow (—) represents “break point”; bold indicates maximum number of events;
filled cell indicates minimal execution time.

Event / Block 30 48 50 | 75 100 120 150 160 192 200 240 300
L1 hit (10%) 46873 | 37283 (40439 — 38530 (34845 | 34828 |[35994 |35043 |34642 |34761 |34819 (35170
L2 hit (10%) 20856 | 5729 6057 — 30399 | 59277 | 60426 — 37956 (49947 | 64643 | 63477 | 64425 | 70316
L3 hit (10%) 58665 | 19270 | 16655 — 8565 |6335 6455 — 13350 | 33165 (90865 |78835 |[72825 | 62675
L3 miss (10%) 28445 | 12440 | 11115 — 4240 [2355 1820 — 1150 [895 1075 | 620 380 295
Time (ms) 13727 | 5364 5062 |4l40 3548 3529 [3833 3767 |3836 |3879 (4058 4109

Table 4. Event count vs. block size for block-parallel algorithm on graph of 9600 vertices; profiler contri-
bution is up to 1.54%.

Event / Block 30 48 50 | 75 100 120 150 160 192 200 240 300
L1 hit (10%) | 377481 | 291461 | 321318 — 307641 | 277972 | 276581 (285402 |276281 | 273637 | 272373 | 272941 (273142
L2 hit (10%) | 163676 | 37276 |43748 — 224790386066 |418948 — 256369384977 | 463208 | 510601 | 523463 | 562839
L3 hit (102) | 444895 | 105410 {95930 —» 44870 |35850 [41505 — 106605 (259275 | 717800 | 691815 | 618055 | 519415
L3 miss (10%) | 224255 | 73665 | 84025 — 29610 |15665 |13345 — 9180 (7330 5990 5805 3850 [2510
Time (ms) | 107813 | 38269 |38839 |31679 |27373 |26943 |29080 |28331 |28436 |28408 |28301 (28342
CUCTEMHBINA AHAJIN3 U IPUKJIAJTHASI THOOPMATHUKA 3,2022



DATA PROCESSING AND DECISION-MAKING

61

Table 5. Event count vs. block size for block-parallel algorithm on graph of 19200 vertices; profiler con-
tribution is up to 1.74%.

Event / Block 30 48 50 75 100 120 150 160 192 200 240 300
L1 hit (105) [ 377481 291461 |321318 — 307641277972 | 276581 (285402 |276281 | 273637 | 272373 | 272941 | 273142
L2 hit (10%) | 163676 | 37276 | 43748 — 224790386066 | 418948 — 256369 | 384977 | 463208 | 510601 (523463 | 562839
L3 hit (10%) | 444895 | 105410 | 95930 — 44870 [35850 |41505 — 106605|259275 | 717800 | 691815 [ 618055 | 519415

L3 miss (10%) | 224255 | 73665 | 84025 — 29610 | 15665 |13345 — 9180 (7330 5990 5805 3850 |2510
Time (ms) | 107813 | 38269 |38839 ‘ 31679 |27373 |26943 |[29080 (28331 |28436 |28408 |28301 |28342

Table 6. Caches and main memory hits in percent over the total number of events (L1 + L2 + L3 hits +
L3 miss) for graph of 4800 vertices vs. block size

Block Size 30 48 50 75 100 | 120 | 150 | 160 | 192 | 200 | 240 | 300
L1 hit 99,37 | 99,76 | 99,78 | 99,18 | 98,30 | 98,27 | 98,92 | 98,50 | 97,91 | 97.99 | 97,98 | 97,87

L2 hit 044 | 015 | 015 | 078 | 1,67 | 1,70 | 1,04 | 140 | 1,83 | 1,79 | 1,81 | 1,96

L3 hit 0,13 | 006 | 004 | 003 | 002 | 002 | 004 | 009 | 026 | 022 | 020 | 0,17
Main memory hit | 0,06 | 003 | 003 | 001 | 0,01 | 001 | <001 | <001 | <0,01 | <0,01 | <0,01 | <0,01

Table 7. Hits of L1, L2 and L3 cahes in percent over the cache related events for graph of 4800 vertices
vs. block size

Block Size 30 48 50 75 100 | 120 | 150 | 160 | 192 | 200 | 240 | 300

L1hit/L1 99,37 | 99,76 | 99,78 | 99,18 | 98,30 | 98,27 | 98,92 | 98,50 | 97,91 | 97,99 | 97,98 | 97,87
L2 hit/L2 70,54 | 64,37 | 68,56 | 9596 | 98,56 | 98,65 | 96,32 | 93,62 | 87,55 | 88,88 | 89,80 | 91,78
L3 hit/L3 67,35 | 60,77 | 59,97 | 66,89 | 72,90 | 78,01 | 92,07 | 97,37 | 98,83 | 9922 | 99.48 | 99,53

situation when it can’t fit three blocks, then
two blocks, and in the end a single block.
The continuously reduction of L3 misses is
explained by the fact that with increasing the
block-size almost all requests are served by L2
or L3 caches (see Table 2).

Table depicts shares in percent of the cache hits
and misses vs. block size for the graph-size of
4800 vertices. L1 cache processes from 99.37 %

1
0,8
0,6
0,4
0,2

0
30 48 50 75 100120150160192200240300

a)

down to 97.87 % of data requests depending on
the block-size. The L2 and L3 caches process
much less requests. Table 7 shows that the less
share of requests to L2 cache is processed at the
L2 level against L1 cache. The same concerns
L3 cache. The number of requests to the main
memory falls with the block-size growth.
Shares for graphs of 9600 and 19200 vertices
are close to those of graph of 4800 vertices.

1
0,8
0,6
0,4

0,2

0
30 48 50 75 100120150160192 200 240300

b)
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Figure 2. Normalized maximum count (bold figures in Tables 3-5) of a) L1 hits b) L2 hits ¢) L3 hits and d) L3
misses across graphs of 4800 (solid), 9600 (dashed) and 19200 (dashed dotted) vertices vs. block-size

The results obtained on two Intel Xeon
E5-2620 v4 processors (see Figure 2) and one Intel
Core 15-6200U clearly demonstrate that the cache
usage by the algorithm depends mainly on the block
size and almost doesn’t depend on the graph size.
Moreover, the maximum values for L1, L2, L3 hits
and L3 miss shown in bold in Tables 3—5 correspond
to the same block sizes for all of the graphs. Figure
3 shows that the changes in execution time follow

0,8
0,6
0,4
02

the pattern that is similar to one of the cache usages:
they get increased or reduced in the same manner.
It is important to understand why after reaching the
block size of 120x120 the execution time continues
to increase while the L3 misses decrease and L2 and
L3 hits increase. An explanation can be seen in the
latencies of the L1, L2 and L3 cache levels depicted
in Table 1.

48 50 75 100 120 150 160 192 200 240 300

Figure 3. Normalized minimum execution time from Tables 3—5 for graphs of 4800 (solid), 9600 (dashed) and
19200 (dashed dotted) vertices

Block-parallel algorithm tuning technique

Now we can formulate the block-parallel
algorithm tuning technique targeting the shortest
paths problem on large graph and increasing the
throughput of the multi-core systems. The technique
consists of the steps as follows:

1. Studying the features of structure and
parameters of the multi-core system.

2. Attaching a multi-core system profiler to
the algorithm program code.

3. Selecting or generating a weighted graph
which in-memory matrix representation is larger
than the last level cache size.

4. Profiling the algorithm on the graph for
various block size.

5. Finding the block-size giving a minimum
of algorithm execution time.

6. Solving the shortest paths problem on
larger graphs with high throughput using the block-
size determined on step 5.

Conclusion

The Floyd-Warshall block-parallel all-pairs
shortest path algorithm requires a tuning of the block-
size to modern multi-core system architectures at
the aim of increasing throughput. The main result
of the paper is the proposed technique of finding an
optimal (preferable) block size experimentally on
a smaller graph by means of a multi-core system
profiler and then using the found block-size for
multiple solving with higher throughput the shortest
paths problem on large graphs. To obtain the result
we have analysed the hierarchical cache memory
usage by the algorithm and have demonstrated
that it doesn’t depend on the graph size but instead
depends on the selected block size. We have also
experimentally demonstrated that the optimal
block size is no longer can be found in the same
way as it was done for the sequential algorithm,
therefore, leaving discovery of optimal block size
to experimental lookup and future research.
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O. H. KAPACHK, A. A. ITPUXOXUHI

HACTPOMKA BJIOYHO-ITAPAJUIEJIBHOI'O AJITOPUTMA ITOUCKA KPATKHX
IIYTEN HA D®®EKTUBHYIO MHOTOSIIEPHYIO PEAJIM3AIIMIO
benopycckuii nayuonanvHulli mexuuyecku ynugepcumem

Touck kpamuatiwux nymetl 60 636euleHHOM 2paghe — 00HA U3 KIIOYEBbIX 3A0aY KOMNLIOMEPHBIX HAYK,
KOMOopasi umeen MHOICECMBE0 NPAKMULECKUX NPUTONCEHUL 8 PA3TUYHBIX obnacmsx. B oannoii pabome ananusupyemcs
ON0UHO-NAPANNENbHBIIL ANICOPUMM NOUCKA KPAMYATIMUX NYMell ¢ Yelblo OYEeHKU GIUSHUSL MHO20SI0ePHOU CUCTeMbl
U ee uepapxuyeckoll Kau-namsimu Ha napamempsl peaiu3ayuy ai2opumma 8 3deUcUMOCmu om pasmepa 2paga u
pasmepa 6noxka mampuysl paccmosnuil. B neil npednacaemcs memoo nacmpouxu pazmepa 610Ka Ha 0cOOEeHHOCMU
MHO20510epHOU  cucmembl. Memod npednonazaem uUcnoIb308anue UHCMPYMEHMO8 NpoPUIUPOBAHUs 6 npoyecce
HACMPOUKY U NO3GONSIEN  YESIUUUmMb  NPOU3600UMENIbHOCb NAPALIEIbHO20 al2opumMmd. Buluuciumenvhvie
9KCHEepUMEHmbl, NPOBeOeHHble HA CIOEYHOM cepeepe, OCHAujeHHom 08yms npoyeccopamu Intel Xeon E5-2620 v4,
cocmosyux u3z 8 sadep u 16 annapamuvix nOMOKO8 KaxHCOwlll, YOOUMENIbHO NOKA3AAU Ol PA3IUYHBIX PA3MEPOS
2paghos, umo nogedenue u napamempsl pabonvl UEPAPXULECKO KIU-NAMsmu ciabo 3a8ucsim om pasmepa cpaga u
ONpeoensomcs pasmepom 610Kka Mampuybl paccmosinutl. Ymoovi Hacmpoums aneopumm Ha Yenesyio MHO20SI0EePHYIO
cucmemy, npednoYMumenbHulil pasmep O10Ka Modcem Ovlmb HalloeH 00uH pas 0Jia epaga, pazmep npedcmasieHus
KOMOP020 Npesblutaen pasmep Kauid, COBMeCnHO UCNONb3yeMo20 sopamu npoyeccopa. Tlocie smo2o natldenHbwiil
pasmep O110Ka MONCHO MHO2OKPAMHO UCNONb3068aMb 071 d(hPeKmusHo2o peulenus: 3a0auu 0 Kpamuatiuux nymsx na
epagax bonvuiezo pasmepa.

Knrouesvie cnoea: kpamuaiiwuii nyme, anreopumm @Pnotidoa-Yopwenia, O10uHbIN aAn0pumm; MHO20-
NOMOYHBLIL ANCOPUMM,; MHOLONPOYECCOPHASL CUCTEMA, UePAPXUYECKAsl KOUL NAMSINb, NAPATLIETUIM.
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Amnaronmii [Ipuxoxmuii, npodeccop xapenpsr [Iporpammuoe obecrieuerne HHOOPMAIMOHHBIX CHCTEM
U TEXHOJOrHi Benopycckoro HalMOHAIBHOIO TEXHHYECKOTO YHHBEPCUTETA, JOKTOP TEXHMYECKHX
Hayk (1999 r), mpodeccop (2001 ). MccnemnoBarenbCkue MHTEPECHL: S3bIKH TPOrPAMMHPOBAHUS 1
omnucaHusi 00OPYIOBaHHs, pPaclapasUICINBAOIINE KOMIWIATOPBL, a TAaKkKe METOABI U HHCTPYMCHTBI
ABTOMAaTH3MPOBAHHOTO MPOESKTUPOBAHMUS IPOrPAMMHOIO M alIapaTHOTO OOECIICUYCHHS HA JIOTHYECKOM,
BBICOKOM M CHCTEMHOM YPOBHSIX, a TAK)KE TSl HETTOTHOCTBIO OMPE/IC/ICHHBIX JIOTHYECKUX chcTeM. Vimeer
6onee 300 myOnukarmii B Bocrounoit u 3amamHoit EBpone, CILIA u Kanazne. Ero paboTs! myGnukoBati
Takue MUpoBble m3narensctBa, Kak IEEE, Springer, Kluwer Academic Publishers, World Scientific u
JpyrHe.
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