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The paper considers a problem of optimal feature selection for resume data processing by means of combining multi-
criteria evaluation technique and hierarhical classifying trees technology what makes it possible to build a selection mech-
anism without necessity to collect data for the learning purposes of real applicants. Instead, the learning data are generated
by means of the technique used in a full factorial experiment with quite a restricted number of samples. The suggested ap-
proach minimizes the number of the features used in selection the best candidates and does not use the quantitative ratings
of candidates replacing them with multi-phases classifying procedure. These peculiarities of the suggested selection mech-
anism make it more flexible and form a basis for applying it in conditions characterized by vagueness and fuzziness of the

applicant data.
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Introduction

Automatic resume data processing is one
of the important applications of the data mining
and text mining technologies [1]. There are some
world-wide known resume processing systems
[2, 3]. However, they, as a rule, are restricted with
a strict curiculum vitae (CV) format presentation,
a fixed system of criteria priorities used to select
the best candidates. In order to rise up the sys-
tem flexibility, the system should allow to adapt
to specifics of specialty, that is, to change criteria
and their priorities accordingly to practical needs.
It is also important to minimize the number of cri-
teria in order to reduce personal information data-
base sizes. From this point of view, the paper sug-
gests a technique combining multicriteria decision
making (MDM) [4] and hierarchical classification
tree (HCT) mechanism [5] in a way, excluding the
necessity to collect data for the purpose of HCT
learning, and use MDM instead. It gives a formal
approach realizing mathematical model of crite-
ria evaluation and generation of the classification
tree(s) on the basis of optimal feature set. The pa-
per develops the ideas of the authors’ work [6].

Problem formalization

Let the initial feature set include the following
attributes: age (F), education (F,), professional
expierence (F£3), knowing foreign languages (),

participation in big projects (F’), publications in
scientific journals (Fj), participation in scientif-
ic conferences (F';), marital status (Fg), work in
other organizations (/). The first step to be per-
formed is to find the integral evaluation function
[ in the form

I= 2.0 fi(F), (1)

with o standing for the feature priorities (normal-
ized non-negative numbers, total sum of which is
equal to 1), and f;(F,) representing utility func-
tions. To define analytical form of /, one can use
the T. Saati’s method of hierarhies [7], the Relief
procedure [8], or the other techniques used in
MDM, so the details are omitted here. Now, sup-
pose / is of the form

I1=0.06f(F)+0.25f(F,)+0.35f(F,)+
+0.06f(F)+0.1f(F)+0.1f(F)+  (2)
+ 0.11(F,)+0.04 1 (F,)+0.04 f(F),

Starting from (2), one should define the hi-
erarchical classification tree to use as a selecting
means in CV processing [9]. The inputs of HCT
represent the ordered sets of attributes of candi-
dates to vacant position (further we use term Data
Set (DS) for short). The HCT filters DS to two
categories: (Acc;) — accepted, (Dec;) — declined.
Clearly, the number of persons from Acc; may
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be greater than 1. In that last case, another HCT
should be used to perform a more rigid selection.
Again, if Acc, is greater than 1, the next filtering
is performed accordingly to the scheme outlined
later on. This iterative procedure may be finally
resolved with random selection from Acc,, (n>1).

Our nearest goal is to show, how to minimize
the feature set sizes and build it for selecting Acc;.

Clearly, formula (1) may contain extra fea-
tures which should be deleted. To clear which fea-
tures are excessive and get a non-linear (in gener-
al) evaluating function /, one should resolve two
different mathematical problems. In practice, in-
stead of defining a non-linear function /, one build
an HCT, which performs «hidden computations»
replacing direct evaluation of /.

Reduction of the feature set

Introduce some basic ideas of [6] and consid-
er table 1 with some data samples from DS (ex-
planation is given later on).

One uses formula (2) to compute integral
evaluation function /. In order to get values in
columns f,..., fo, one may apply the technique of
complete factorial experiments. According to this
technique, each feature (utility function) f;(F})
takes only two possible values: one is in 15 % dis-
tance from the minimum value (that is, from «0»
with respect to utility function), and the other one
is in the same distance from the maximum value
(i.e. from «1»). Let all data objects be divided into
two classes 4 and B, for instance, each sample in
class A has value of / greater than 0.5 and, on the
contrary, each sample from class B has value of
I not exceeding 0.5.

Definition 1. Feature F, discriminates between
two samples xe4 and yeB if and only if F, # F),.

Reformulation of this definition gives

Definition 2. Feature F, discriminates be-
tween two samples x € 4 and y € B if and only if
JED) #F(Fy).

Definition 3. A set m of features F; is discrim-
inating with respect to a given data set DS if for

each two data objects d; and d; from DS belonging
to different classes, there is some feature F,en
discriminating between d; and d;.

Definition 4. A set m is a minimum-size dis-
criminating set for a given data set DS provided
that it contains minimum number of features
among all discriminating sets.

Lemma. With respect to integral evaluation
function / from (1) and a given DS, two mini-
mum-size discriminating sets 7(F), containing
features |, F,, ..., F,, and n(f), containing util-
ity functions f,(¥}), k = 1, z have the same sizes,
i.e. z = Z and are in one-to-one correspondence to
each other.

Proof. Let for simplicity there are only two
different classes 4 and B. Let F, discriminates
between two samples d, and d,, but f; — not, that
is F,(d,) # F,(d,) but f;(F(d,)) = /;(F(dy)). Clear-
ly, there must be another feature F), discriminat-
ing d, and d; and belonging to n(F). Indeed, if no
other features from m(F) discriminate between d,
and d, then they are pairwise equal to each oth-
er and therefore /(d,) = I(d,) with respect to (1),
what leads to the fact that d,. and d, belong to the
same class which is impossible. From this, there
should be at least one such feature F e n(F) with
F(d,) # F,(d,) and f,(F,(d,)) #f,(F(d)). One can
include then f, in n(f) and exclude f;. These con-
siderations remain valid with respect to every two
pairs of data objects d,. and d, from different class-
es in DS and show the way to make two sets m(F)
and 7nt(f) which are in one-to-one correspondence
to each other. This ends the proof.

Finding minimum-size discriminating set

The next step is to build the discriminating
0,1-matrice M, coresponding to full table 1 with
elements my; = 1 if and only if feature f; discrim-
inates between samples i and j; otherwise ;= 0
(see Figure 1). The rows correspond to the fea-
tures (utility functions), the columns are repre-
sented by pairs (i, j) with i and j specifying rows in
table 1. For instance, consider row £, and column

Table 1. Fragment of DS relating to the example

Ny So(F) S3(F3) Ja(Fy) S5(Fs) Jo(Fs) J7(F7) J5(Fs) Jo(Fo) 1
d, 0.15 0.85 0.85 0.85 0.15 0.15 0.15 0.15 0.15 0.627
d, 0.85 0.85 0.15 0.85 0.15 0.15 0.15 0.15 0.15 0.424
dy 0.85 0.85 0.85 0.85 0.15 0.15 0.15 0.85 0.15 0.697
dy 0.85 0.15 0.85 0.15 0.85 0.85 0.15 0.85 0.15 0.62
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1, 2 with «O» at the intersection. This means that
feature f, does not discriminate between data ob-
jects d; and d,.
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Fig. 1. Discriminating 0,1-matrice for table 1
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Evidently, there are no pairs corresponding to
the objects from the same class; also, there should
not be columns without «0». The case when no
one feature discriminates between some pair of
objects from different classes we do not consider
(this supposes insufficiency of the criteria used in
the model). Our task has reduced to finding a min-
imum-size cover for M.

Definition 5. One says that row k covers col-
umn (i, /) in 0,1-matrice M if and only if m;; = 1.

Definition 6. A minimum-size covering set
Tin(f) for M consists of the minimum possible
number of features f; such that each column of M
is covered at least by one row from m,;,(f).

The problem of finding a minimum-size fea-
ture set m,,;,(f) can be resolved as explained in [6].
The technique applied in [6] uses group resolu-
tion principle (grp) resembling logical resolution-
based inference with more than 2 parent formulas
participating in producing logical resolvent (see
the details in [10]).

Return to table 1. Its form, participating in com-
plete factorial experiment, is defined for DS with
2% =512 data objects. Theoretically, this table pro-
duces a discriminating matrice M with 9 rows and
2562%/2 = 32768 columns. However, only 512 col-
umns remain unique with the rest 32256 columns
repeting some others. So, the maximum sizes of
M are restricted by 9 rows and 512 columns for
the case under consideration. This columns quanti-
ty can be theoretically obtained for approximately
33 different data objects). Evidently, such matrice
M can be easily generated programmatically. The
problem consists in finding a minimum-size cov-
er of M what may be efficiently realized with the
help of grp or other existing technique [11]. Then,
given the features from m; (f), it is possible to

build a classification tree for instance with the help
of Python analytical means.

Experimental results

The experiments showed that it is necessary
to take into consideration all 9 features to build
a classifying tree. However, some combinations
of features may be excluded, as the candidates
with such profiles get very low resulting /-estima-
tions (e.g., 0.3 or lower). This led to reduction of
the feature set to 7 features constituting the mini-
mum-size cover set T, (f) for discriminating ma-
trice (DM) in order to correctly classify the persons
to Accy and Dec; by means of the HCT. They are:
Age, Education, practical Experience, Knowing
foreign Languages, Publications, Marital Status,
and Work in other Organizations. It is so-called the
HCT, of the first level as it uses only two classes
A and B where class 4 is represented by the per-
sons with the integral evaluation function / values
greater than 0.5, and B comprising the rest candi-
dates. The classification mechanism, used in HCT,
appeals to differentiating objects by comparison of
their features (not by computation of some integral
evaluation criterion like /). In general, HCT may
realize some kind of a complex non-linear estima-
tion. The problem may arise, what to do when there
remain more than the required number of candi-
dates qualified as accepted. To decrease the num-
ber of candidates remained after the first selection,
one can use the second classification tree HCT,
which is created by analogy with HCT,. Howev-
er, in the case of HCT, one should define a higher
boundary level of the integral evaluation function
1, separating class 4 from class B. For example, if
I > 0.6 then the candidate is qualified as accepted,
otherwise, as declined. The corresponding chang-
es should be made in DS used in factorial exper-
iments to build HCT,. Our program resulted in 8
features now, excluding F's — participating in big
projects. This process should be continued to build
HCT; (for 1 > 0.7), HCT, (for 1 > 0.8), HCT; (for
1> 0.9), HCT¢ (for 1 > 0.95). In our case, HCT3
uses 5 features: F, F3, Fs, 5, Fg, while HCT, and
the rest ones have only 3 features: F, Fy, Fg. So,
a collection of the classification trees has been cre-
ated to provide sequential reduction (if necessary)
the number of presumably accepted candidates. If,
despite the filtering, there would remain more than
one candidate then the final selection is realized as
a random sampling.
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Conclusion

The main advantage of the outlined tech-
nique consists in saving memory expencies for
there is no need to store a database with feature
values. Instead, a collection of hierarhical clas-
sifying trees is used with reduced feature set(s).
Each HCT processes a vector of normalized fea-
ture values (in diapason [0..1]). To build HCT,
one uses a factorial experiment resulting in build-
ing the discrimination matrix which is used to
find a minimum-size covering set containing an
opimal feature collection. As a final step, one

applies a Python procedure to build a classify-
ing tree. Varying a boundary level of / between
the sets Acc; and Dec;, one provides a collection
of HCT to filter the accepted candidates as much
as possible. The number of the features in the se-
quence of HCTs decreases for high levels of /. If
at the end of the filtering process there remains
more than one candidate, the random selection
is performed. The experts are in position to test
different models, represented by equation (1) in
order to find the feature weights most relevant to
their preferences.
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O.B. 'EPMAH, I0. O. 'EPMAH, C. HACP

MEXAHU3M OBPABOTKU PE3IOME,
MCNOAb3YHOLLUU MHOITOKPUTEPUAABHOE OUEHWUBAHUE
U UEPAPXUYECKUE KAACCUOULUPYIOLLUUE AEPEBDBSA

B cmamve paccmampusaemcs 3adaua onmumaibho2o evi6opa ampudymos npu omoope Kanouoamos Ha OCHOBAHUU UX
pesiome 6 asmomamuyeckom pedcume. Onuculéaemulii NOOX00 K peUeHu0 0CHOBAH HA 00bEOUHEHUU MYIbIMUKPUMEPUATLHOSO
evibopa (OYyeHKU), UCNONb3YeMO20 6 CUCMEMAX RPUHSIMUs peuieHull, U MexXHOIOUU UePaAPXUYecKUX KIACCUPUUUPYIOWUX
Odepesves, umo no360aAem peanu3oeams Mexanusm celeKyul 6e3 HeodXooumMocmu cooupams peanvbhvie OaHHbLE KAHOUOAMO8
U BLINOAHAMb HA HUX 06YYeHue cucmemvl. Buecmo 3moco dannvle 2eHepupylomcs Ha 0CHO8e MEXHUKU NOTHOGAKMOPHO2O
9KCRepUMeHma, Npu MoM KOIUYECMBO 2eHePUpPyeMblX GaPUAHIOE CPAGHUMENIbHO HeBEeIUKo OJisi CUCMEM MAUUHHOLL
obpabomku. CeeHepupoeantvie OaHHble UCNONL3VIOMCA 0N NOCMPOEHUA NOCAe008AMENbHOCU  KIACCUDUYUPYIOUUX
oepesbes U onpeodeenus MUHUMALILHO20 MHONCECMEA ampubymos 3aseumeneti, UCHOLb3YEMbIX OISl UMO2080U OYEHKU
o npunamuu Ha padomy. Onucanuvlil 6 cmamve MexaHusm o6pabomxu pesome A8NAeMcs 00CMAMOYHO SUOKUM U MOXHcem
ObIMb UCNONL308AH MAKICE 8 YCIIOBUSX HENOIHbIX U HeYemKUX OAHHbIX 3aseumerell.

Kniouesvie cnosa: mnocokpumepuanvuviii 6b100p pewienull, uepapxuiecKue Kidccuguyupylowue 0epesvs, 6bloop
ampubymos.
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