MANAGEMENT OF TECHNICAL OBJECTS 61

UDC 004.315

PRIHOZHY A. A.

SYNTHESIS OF PARALLEL ADDERS
FROM IF-DECISION DIAGRAMS

Belarusian National Technical University

Addition is one of the timing critical operations in most of modern processing units. For decades, extensive research has
been done devoted to designing higher speed and less complex adder architectures, and to developing advanced adder imple-
mentation technologies. Decision diagrams are a promising approach to the efficient many-bit adder design. Since traditional
binary decision diagrams does not match perfectly with the task of modelling adder architectures, other types of diagram were
proposed. If-decision diagrams provide a parallel many-bit adder model with the time complexity of O(log,n) and area com-
plexity of O(mxlog,n). The paper propose a technique, which produces adder diagrams with such properties by systematically
cutting the diagram s longest paths. The if-diagram based adders are competitive to the known efficient Brent-Kung adder and
its numerous modifications. We propose a blocked structure of the parallel if-diagram-based adders, and introduce an adder
table representation, which is capable of systematic producing if-diagram of any bit-width. The representation supports an ef-
ficient mapping of the adder diagrams to VHDL-modules at structural and dataflow levels. The paper also shows how to per-
form the adder space exploration depending on the circuit fan-out. FPGA-based synthesis results and case-study comparisons
of the if-diagram-based adders to the Brent-Kung and majority-invertor gate adders show that the new adder architecture

leads to faster and smaller digital circuits.
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Introduction

Arithmetic operations (addition, multiplica-
tion and others) are timing critical operations in
almost all modern processing units [1-8]. The
parameters such as implementation area, adder
latency and power dissipation decide the choice
of adders for different applications. There is an
extensive research attention towards designing
higher speed and less complex adder architec-
tures with lower power dissipation. Many works
have been devoted to adder architectures and im-
plementation styles. Decision diagram based ap-
proaches [9-19] are a promising direction in the
efficient adder design. The traditional binary de-
cision diagrams have been extended to function-
al, biconditional, if-decision and other diagrams,
which are more suitable for the adder design and
optimization. This work develops an if-diagram
based blocked architecture of parallel adders, es-
timates their time and area complexity, introduces
a table method of constructing and VHDL-model-
ling, and provides a comparison of adders through
results of FPGA-synthesis.

Adder design overview

Full adder. A one-bit full-adder adds three

1-bit numbers a, b and c;,, and produces two

1-bit numbers s and ¢, (Figure 1). A full ad-
der can be implemented by s = a®bDc;, and
Cout = (anb) v (c;yn(a®Db)) where A, v and @ are
Boolean conjunction, disjunction and exclusive or
respectively [1].
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Fig. 1. One-bit full adder

Ripple-carry adder (RCA) adds two n-bit
numbers a = a,_y,..., ag and b = b, _y,..., by, pro-
duces a n+1-bit sum s = s,,,..., 5, and consists of
n full adders (one adder for one bit) (Figure 2).
Each full adder inputs c;,, which is ¢, of the
previous full adder. RCA is relatively slow and
is low-cost. RCA takes O(n) of time for carry to
reach the most significant bit, and requires O(n)
of cost for implementation.

Carry-lookahead adder (CLA) reduces the
computation time against RCA [2]. For each bit
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Fig. 2. N-bit ripple carry adder
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Fig. 3. Four-bit carry-lookahead adder

position, i, it creates two signals: a generation sig-
nal g;=a;nb; and a propagation signal p;=a;®b;.
Signal g; sets output carry c;y; to 1 regardless of
input carry c;. Signal p; propagates carry from
a less significant bit position.

Value 0 of both inputs kills carry in bit
position i. The next-stage carry of CLA is
Cir1 = & V (pinc;). Figure 3 depicts a 4-bit CLA.
The depth of CLA carry look-ahead circuit is sig-
nificantly smaller against RCA. Several units of
CLA provide the construction of a higher-level
and wider-bit circuit.

Kogge—Stone adder (KSA) is a parallel
prefix carry look-ahead adder [3]. KSA cal-
culates the generalized propagation signal, P
and generation signal, G recurrently in two ca-
ses: 1) given g; and p;, then G = g; and P = p;;
2) given two pairs (G, P;) and (G, Pj), then pair
(G, P)=(G;, P) 0 (G, Py) is a composition ¢ of two
pair inputs: G=(P; A Gy) v G;and P=P; A P,. The
carry and sum signals are C; = G; and S;= P; ® C,_,
respectively. Figure 4 depicts the carry part of
8-bit KSA (rectangle represents case 1, and circle
represents case 2.

Brent—-Kung adder (BKA) reduces against
KSA the power consumption and chip area as well
as increases the speed [4, 5]. BKA is much quicker
than RCA. BKA defines a recurrent computation
of (G;, P;) intwo cases: 1) (G;, P;) =(g;, p;) fori=0;
2) (Gi’ Pl) = (giﬁpi) o (Gi-17 Pi-l) fori= 1, 2, ...on-1.
It can be seen that

(Gn-l’ Pn-l) = (gn-la pn-l) 0 (gn-Z’ pn-2) 0..0 (gO, pO)'

Brent and Kung proved that operator ¢ is as-
sociative, therefore, (G,_;, P,.;) can be computed

25.Ps 2.2
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Fig. 4. Carry part of Kogge—Stone 8-bit adder

g27.p7 | { 26.P6 ‘ l 25.Ps5 24P I ! 23.P3 |

g2.p2 £1.P1 ] ! 2o.Po ‘
/
G,P @ G,P

(0]

/
]
O
G,P GP G,P

Fig. 5. Carry part of Brent-Kung 8-bit adder

in a tree-like manner. As a result, the addition of
n-bit numbers consumes O(log,n) of time and
consumes O(nxlog,n) of area. Figure 5 depicts
the carry part of 8-bit BKA.

Majority-invertor gate adder (MIGA) exploits
a representation of logic functions by a majority-
inverter graph [6, 7]. MIGA consists of majority
nodes and regular/complemented edges. A func-
tion M3(x, y, z) expressed by (XAY) v (XAZ) V (YAZ)
defines the node semantics. Figure 6 depicts a 1-bit
full-adder consisting of three M3 nodes. The au-
thors of [7] optimize MIGAs via a new Boolean
algebra. The optimized MIGAs have smaller depth
than the original and-invertor adders.

Pass Exclusive-Not-OR gate circuits. Work [§]
introduces a new logic style for p-n junction based
digital graphene circuits: a pass-XNOR compact
energy efficient logic style. The pass-XNOR gate
shows a higher expressive power compared to the
CMOS counterparts as it requires a smaller num-
ber of devices to implement XNOR/XOR-domi-
nated logic functions, in particular adders.

Decomposition of Boolean incompletely
specified functions

Works [9, 10] originally propose the con-
cept of if-decision diagram that is a result of the
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Fig. 6. Majority-invertor full-adder (dash line represents
complementation

theory ofincompletely specified Boolean func-
tions [11, 12]. Let B= {0, 1} and M = {0, 1, dc}
where 0 and 1 are Boolean values and dc is a
don’t care value. An incompletely specified
Boolean function ¢(x) of vector Boolean vari-
able x = (x;,..., x,,) is a mapping ¢: B"—M. In
¢, value dceM can be arbitrarily replaced with
0 or 1. Function ¢@(x) can be represented by
three sets: on-set ON(¢) where ¢(x) = 1, off-set
OFF(p) where ¢(x) =0, and don’t care set DC(¢)
where ¢(x) = dc. Three Boolean characteristic
functions describe the sets: @°"(x) takes value 1
if x € ON(¢) and value 0 otherwise; ¢°(x) takes
value 1 if x € OFF(p) and value 0 otherwise;
0%(x) takes value 1 if x € DC(¢) and value 0
otherwise. We call function f{x) = ¢°"(x) a va-
lue function, and call function d(x) = —¢%(x) a
domain function where — is Boolean inversion.
Pair (f{x)|d(x)) describes the incompletely spec-
ified function @(x).

In pair (fix)|d(x)), we may replace f(x)
without changing ¢(x), by other function v(x) of
the slice

(fAd)” v = (fvd)™. (M

Since the functions of slice (1) can produce
digital circuits of various time and area, we
introduce an operation v(x) = min (fix)|d(x)) to
select a best function of the slice [9 - 12]. The
following theorem generalizes the widely known
Shannon expansion. Let min(f]d) and min(f]—d)
be residual functions (cofactors) of function f on
function d.

Theorem. Expansion (2) holds for arbitrarily
Boolean functions f{x) and d(x).

f=damin(f|d)v—d rmin(f|—d) (2)

Expansion (2) is capable of efficiently solving
many optimization problems of digital system
design.

If-decision diagrams

The if-decision diagram (IFD) [9] represents
expansion (2) by nodes of a directed acyclic-
labeled graph. We use it for the modelling, syn-
thesis and optimization of adders. Figure 7 de-
picts a nonterminal node. Its three child nodes are
the if-node d, high-node g = min(f|d) and low-
node 4 = min(f]d), which form a node notation
ifd (d, g, h). A terminal node is either a constant 0,
constant 1, variable x; or its negation —x;. IFD is
a promising generalization of BDD [13].

f

high low

d  min@d) min(f— d)

Fig. 7. Nonterminal node of if-decision diagram

Biconditional Binary Decision Diagrams
(BBDD) are a special case of IFDs. Two ways are
known to infer BBDD. According to work [11]
(pages 197-201), if d = x; © x; then (2) looks like

f=(xl.@xj)/\fxi=_|xj v =(x; @xj)/\fx,-:xj , (3

where f,;_; and f,;_; are cofactors (or residu-
al functions) produced by operations min(f]x;®x;)
and min(f] (x;®x;)) respectively (pages 75-82).
Work [14] introduces BBDD through a bicon-
ditional expansion that is similar to expansion (3)
and is a special case of the (x;, p)-decomposition
proposed in [15]. The authors provide a one-pass
logic synthesis methodology and tool, which com-
bines the logic optimization and technology map-
ping phases in a single step carried out through
a common data structure. The Gemini tool [16]
exploits the methodology to synthesize efficient
pass-XNOR-gate-based circuits.

Modelling adders by if-decision diagrams

Works [17, 18] propose a method of modelling
adders by IFDs. Figure 8 depicts a two-root IFD
of 1-bit full adder. The diagram consists of three
nonterminal ifd-nodes and seven terminal nodes.
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a b - b

Fig. 8. Two-root IFD of 1-bit full adder

Many-root-IFD is a model for the construc-
tion of n-bit ripple carry adders (IFDRCA). Figu-
re 9 depicts a 7-bit IFDRCA. While the advantage
of the adder is the low cost (21 nonterminal ifd-
nodes), its drawback is a big depth (8 nonterminal
nodes).

a7 b7f;7d6 b6|:6a5 b555a4 U4S4d3 b3 GSdZ b2 gZdl bl l:l aObOgO

Fig. 9. IFD of 7-bit RCA (dash line is complementation)

From ripple carry to parallel IFD-based
adders: transformation technique

In this section, we propose a technique of
transforming an IFDRCA to an if-decision dia-
gram based parallel adder (IFDPA) with reduced
critical paths. The technique systematically cuts
the critical paths of the diagram. We demonstrate
the technique on the 7-bit IFDRCA, and in partic-
ular on the diagram of carry signal ¢, depicted in
Figure 10 (the diagram size is 6 and the depth is 4
ifd-nodes).

Figure 11 (a) depicts a diagram of domain func-
tion d, that is capable of cutting the critical path in

c2
0
a? al a0
N\ \ A
\ N \
A & A

a2 b2 b2 al bl bl a0 b0 bO

Fig. 10. IFD of carry signal ¢,

diagram c,. Figure 11 (b) depicts a diagram that rep-
resents an inversion of d,. It is obtained by applying
the inversion operation — to ifd-nodes: — ifd(d, g, h)
is functionally equivalent to ifd(d, — g, = h).

—d2

o A
a2 b2 b2 al bl bl

o A
a2 b2 b2 al bl bl

Fig. 11. IFDs of domain functions d, and —~d,

To perform the minimization operation on
the IFDs, we provide four reduction rules. Gi-
ven diagram f'= ifd(e, g, h) representing the value
function, the result of the minimization operation
min(f]d) depends on the diagram that represents
the domain function d:

1. Ifd=ifd(e, u, 0) then min(f]d) = min(g|u)

2. Ifd=ifd(e, 0, u) then min(f]d) = min(h|u)

3. Ifd=ifd(e, 1, u) then

min(f1d) = ifd(e, g, min(h|u))
4. Ifd=ifd(e, u, 1) then
min(f1d) = ifd(e, min(g|u), h)

Rules 1 and 3 reduce the result (Figure 12, (a))
of operation min(c,|d,). Rules 2 and 4 simplify the
result (Figure 12, (b)) of operation min(c,| —d,).
Assembling these two diagrams together with dia-
gram d, and sharing ifd-nodes yield the integrated
diagram depicted in Figure 13.

min(ec2|d2)
a) T) al b) 0

a2 b2

min(c2|—d2)

ok

a0 b0 b0

Fig. 12. Products of min(c, | d2) and min(c, | —d,)

Observing two diagrams in Figures 10 and
13, we conclude that the second IFD consists of
7 nodes, one more than the first one, but the criti-
cal path of the second IFD is one node shorter (3
against 4).

Applying the transformation technique to
each long path of the IFD yields a many-root
parallel if-decision diagram of the whole ad-
der. Figure 14 depicts an if-diagram of the carry
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Fig. 13. IFD c, after assembling products
and sharing nodes
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Fig. 14. Many-root IFD of carry part of 7-bit IFDPA

part of 7-bit IFDPA. Its overall size is 24 nodes
(for comparison IFDRCA has 14 nodes), but its
overall critical path is 4 nodes (IFDRCA has
8 nodes). Note, that the size and depth of the
BDD-based adder [13] is much larger than those
of IFDPA.

Blocked structure of IFDPA

The transformation technique is capable
of producing an IFDPA for any n-bit width. All
IFDPAs have the same structure. It consists of
a chain of blocks (Figure 15); the bit-width of
a block is twice larger than the width of the right-
hand neighbor block. A scalar carry signal con-
nects the neighbor blocks. The block widths from
the right to the left are 1, 2, 4, 8, 16, 32 ... bit.
The critical path (depth) of the blocks is 2, 3, 4,
5, 6, 7 ... node respectively. The largest number
of nodes per bit in the blocks is 3, 5, 7, 9, 11,
13 ... respectively.

30

14 6 2 [
I | [l
y pock3 s :
3
3
5

6

Fig. 15. Blocks of 31-bit IFDPA

Table representation of IFDPA

To represent the many-root IFDPA consisting
of full blocks, we introduce a matrix M[RxC] of
ifd-nodes, where C = width + 1 is the number
of columns, and R = 3 + 2 x (depth — 2) is the
number of rows. Figure 16 depicts matrix M of
the 15-bit IFDPA constructed of four blocks £,
ki, ky and k. It consists of cells describing ifd-
nodes. Each cell includes three elements, which
are arguments of function ifd. The argument can
be a reference (edge) to other cell (the edge in-
dicates other nonterminal node), constants 0
and 1, and variables a; and b; (these elements
are associated with terminal nodes of IFD). Cell
(0, 0) has a reference to cell (1, 1). Other cells
are empty.

The matrix enumerates the columns from the
left to the right by O, ..., 15. Contrary, it enumer-
ates adder bits (and associated variables) from the
right to the left. The first row cells correspond to
sum signals s, ... , 14, and the second row cells
match carry signals ¢, ... , ¢4 All nonempty
cells of a column describe nodes performing cal-
culations on the corresponding bit. Specifier ‘not’
indicates the complement edge.

Estimation of IFDPA parameters

Work [19] provides efficient methods of com-
puter (digital) system analysis. The size S"“(n)
and depth D’“(n) of the n-bit IFDRCA (atn =1, 3,
7,15, 31...) counted in the number of if-diagram
nonterminal nodes can be estimated as

S (n)=3xn
D*(n)=n+1

“)
)

The size S”"(n) and depth D?"(n) of the n-bit
parallel adder is

S (n)y=n+(n+1)xlog,(n+1) (6)

(7

Table 1 provides a comparison of [FDRCAs
against IFDPAs produced by means of transform-
ing the if-diagrams. The diagram depth and size
varies depending on the adder bit-width. The gain
in the depth (measured in number of nodes) of IF-
DPAs over the depth of IFDRCAs increases up to
93.1 times for 1023 bit-width. At the same time,
IFDPAs’ size is larger against IFDRCAs up to
5.0x.

D” (n)=1+log, (n+1)
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Fig. 16. Matrix M representing 15-bit parallel adder (filled columns depict 4 blocks)

Table 1. Depth and size of IFDRCA and IFDPA
carry part vs. adder bit-width

Table 2. Depth and size of IFDPFA carry part
vs. adder fan-out

IFDRCA IFDPA Bit-width
Blocks | Width, bit
Depth Size Depth Size | Fan-out fan-out 31 63 127 255
1 2 2 2 2 2 depth | size | depth | size | depth | size | depth | size
2 3 4 6 3 8 3 3 | 17 ] 92 [ 33 | 188 65 | 380 | 129 | 764
3 7 3 14 4 24 5 4 13 | 100 | 23 | 208 | 45 | 420 | 87 | 848
4 15 16 30 5 64 9 5 10 | 120 | 18 | 248 | 34 | 504 | 66 |1016
5 31 32 62 6 160 17 6 9 120 | 16 | 246 | 28 | 504 | 54 |1014
6 63 64 126 7 384 33 7 8 128 | 14 | 264 | 24 | 544 | 46 |1096
7 127 128 254 8 896 65 8 8 130 | 12 | 280 | 22 | 570 | 40 |1154
8 255 256 510 9 2048 129 9 7 144 | 11 | 304 | 19 | 624 | 35 |1264
9 511 512 1022 10 4608 257 10 7 140 | 11 | 294 | 18 | 608 | 32 |1234
10 1023 1024 | 2046 11 10240 | 513 11 7 140 | 10 | 304 | 17 | 620 | 29 | 1264

Adder space exploration by means of fan-out

Observing the IFDPA shows that the block
output carry signal has largest fan-out among oth-
er signals, which grows exponentially depending
on the block index. Given a constraint, ' on the
fan-out of n-bit IFDPA, the subject is to reduce
the adder depth and / or size, obtaining new fan-
out constrained adder denoted IFDPFA. We build
IFDPFA consisting of three parts: right, central
and left. The central part includes several fan-out
constrained blocks of width, F-1. The right and
left parts includes blocks of the bit-width smaller
than F-1. For instance, Figure 17 depicts a 7-bit

IFDPFA at F'= 3, consisting of 3 central blocks of
width 2 and of a right block of width 1. Its depth
is 5, one node larger against the 7-bit [IFDPA (Fig-
ure 14), but its size is 20, four nodes smaller. The
IFDPA has the fan-out of 5.

By the assignment of various value to F, we
can perform the exploration of adder space, thus
obtaining appropriate values of the adder depth
and size. Table 2 reports the depth and size of fan-
out constrained adders of four bit-widths: 31, 63,
127 and 255. The weakening of fan-out constraint
from 3 to 11 leads to the reduce of adder depth
and to the growth of adder size.
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Fig. 17. Seven-bit IFDPFA; fan-is 3, depth is 5, and size is 20

VHDL modelling of if-diagram based adders

VHDL provides facilities for modeling adders
at behavioral, dataflow and structural levels [20,
21]. Figure 18 depicts six types of cell concerning
VHDL in the 15-bit IFDPA matrix M. As many as
29 cells correspond to XNOR-gate, 31 cells corre-
spond to two-input multiplexer MUX, 17 cells cor-
respond to OR-gate. We put into accordance a sca-
lar signal S, to each non-empty cell, except the
cells of row 0, which represent signals of sum S.

Figure 19 shows an example VHDL-model of
a 3-bit IFDPA, which consists of two modules: en-
tity ADDER 3 and architecture STRUCTURE 3.
The first module describes the adder input and
output ports, while the second one describes the
adder at the structure-dataflow level. All the sig-
nal types are from the package std logic 1164 of
IEEE library. The architecture models the adder
structure by component instantiation and signal

library IEEE;
use [EEE.std_logic 1164.all;
entity ADDER 3 is port(
A:in std_logic_vector(2 downto 0);
B:in std_logic_vector(2 downto 0);
S: out std_logic_vector(3 downto 0));
end entity ADDER_3;
architecture STRUCTURE_3 of ADDER 3 is
component MUX is port(
SEL: in std_logic;
DO: in std_logic;
D1:in std_logic;
RES: out std_logic);
end component MUX;
signal SO_1, SO_2: std_logic;
signal S1_1, S1_2: std_logic;
signal S2 1, S2 2,S2 3,S2 4:std_logic;
begin
S(0) <= not SO_2;
S0_1<=S0_2 and B(0);
S0_2 <= B(0) xnor A(0);
S(1) <=S0_1 xnor S1_2;
C10: MUX port map (S1_2, B(1), S0_1, S1_1);
S1_2 <=B(1) xnor A(1);
S(2) <=S1_1 xnor S2 _4;
C20: MUX port map (S2_2,S2 3,S0_1,S2 1);
S2 2<=S82 4orS1_2;
C21: MUX port map (S2_4, B(2), B(1), S2_3);
S2 4 <=B(2) xnor A(2);
S(3)<=8S2_1;
end architecture STRUCTURE_3;

Fig. 19. VHDL model of 3-bit parallel adder

assignment statements, and by logic operators of
VHDL. The adder architecture uses a component
of two-input multiplexer MUX.
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Fig. 18. VHDL model primitives of 15-bit IFDPA
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Results

Comparison of IFDPA against Brent-Kung and
majority-invertor-gate adders. The 8-bit IFDPA
(it is based on 7-bit adder depicted in Figure 14) has
the depth of 5, fan-out of 4 and size of 32 MUXs
that represent 16 XNOR, 4 OR and 12 true MUX
gates. The adder consists of 4 blocks which width
is 1, 2, 2 and 3 bit. The 3-bit block is a right-hand
slice of a 4-bit block. The 8-bit BKA (Figure 5) has
the depth of 6, fan-out of 4 and size of 16 XOR, 11
OR and 30 AND gates. The number of OR / AND
gates in BKA is 41, while the number of OR / AND
gates in IFDPA is 4 + 12 x 3 = 40. Therefore, IFD-
PA is preferable to BKA with respect to the depth
and size. Moreover, IFDPA is a multi-root decision
diagram, and many advanced diagram-based de-
sign algorithms are applicable to it.

Table 3 provides a comparison of IFDPAs to
MIGAs. Everyone can see that the gain of IFD-
PAs is significant against MIGAs [6] regarding
both the size and depth.

FPGA-based synthesis of adders. We have
synthesized the IFDRCA and IFDPA VHDL mod-
els of bit-width 15, 31, 63 and 127 for FPGA (de-
vice EPACE115F29I8L Cyclone IV E) using the
software Quartus Prime Version 18.0.0 Build 614
04/24/2018 SJ Lite Edition, copyright Intel Cor-
poration [22]. Two optimization modes (aggres-
sive performance-speed and aggressive area) have
produced networks with distinct parameters: time
delay and number of logic elements. Tables 4 and
5 report obtained results.

The gain of IFDPA over IFDRCA with respect
to the time delay increases rapidly with the growth
of bit-width from 15 to 127. At the same time, IF-
DRCA consumes slightly less area against IFDPA.

Conclusion

We have analyzed known implementation
models of many-bit adders and have developed

Table 3. Comparison of IFDPA against MIG adders

Width, IFDPA Width, Optimized MIG
bit Size Depth bit Size Depth
31 191 6 32 610 12
63 447 7 64 1159 11
127 1023 8 128 14672 19

255 2303 9 256 7650 16

Table 4. Time delay (ns) of FPGA implementation
of IFDRCA and IFDPA vs. adder bit-width

Adder width, bit
Adder
15 31 63 127
IFDRCA, speed 21.3 40.6 73.9 137.3
IFDRCA, area 23.7 41.6 77.4 172.8
IFDPA, speed 17.5 16.7 26.7 37.3
IFDPA, area 19.0 22.6 27.5 40.5

Table 5. Logic elements (area) in FPGA
implementation of IFDRCA and IFDPA vs. adder

bit-width
Adder width, bit
Adder

15 31 63 127

IFDRCA, speed 31 74 172 327
IFDRCA, area 29 61 125 253
IFDPA, speed 37 81 172 359

IFDPA, area 36 77 157 321

a technique of transforming (by cutting the lon-
gest paths) a ripple-carry adder to a parallel ad-
der represented by if-decision diagrams. The
new parallel adder has a blocked structure, the
performance of O(log,n) and the area size of
O(nxlog,n). We have proposed the table rep-
resentation of decision diagram-based adder
and a method of mapping the diagram to a VH-
DL-model. The FPGA-based synthesis results
and the comparisons of the if-diagram-based
adders to the Brent-Kung and majority-invertor
gate adders show that the new adders lead to
faster and smaller circuits.
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TIPUXOKHH A. A.

CUHTE3 NMAPAAAEABHBIX CYMMATOPOB
no IF-AMArPAMMAM PELUEHUU

Crooicenue ssusiemcs 00HOU U3 KPUMUUHBIX KO 8DeMEHU Onepayuii 8 OOIbULUHCINGE COBPEMEHHBIX NPOYeccopos. B me-
ueHue OecaAmuiIemutl nPoBOOUNIUCH OOUUPHbIE UCCIEO08AHUA, NOCBAUJEHHbIE NPOEKMUPOBAHUIO BbICOKOCKOPOCMHBIX U Me-
Hee CILOMCHBIX APXUMEKNYP CYMMAmMopos, a makice paspabomie nepedosvlx MexHoN02ull peaiusayuu Cymmamopos. JJua-
2PAMMbL peUeH Uil ABNAIOMCA NEPCNEKMUBHBIM NOOXO0OM K 3(PDeKmusHOMY NPOEKMUPOS8AHUIO MHOOPA3PAOHBIX CYMMAMO-
po8. ITocKkobKy mpaduyuoHHble 080UUHbIE OUACPAMMbL PEUEHUL He NOTHOCHbIO COOMBEMCMEYIOM 3d0aye MOOeIUPOBAHU
APXUMERMYP CYMMAMOPOs, ObLiU NPEONoNHCeHbl Opyaue munvl Ouazpamm. If-ouazpammel peuteHull A81A0MCA NaApaiiens-
HOU MOO€eIbI0 MHO20PA3PAOHO20 CyMmamopa c epementoll ciodxcrocmoio O(log,n) u mexnuueckoti crodxcrnocmoto O(nxlog,n).
Hacmoswjas cmamus npednazaenm memoo CUCIEMAmuiecko20 paspe3anuus ONUHHbLX Nymell 6 2paghe Ouazpammyl, KOMopbiil
nopodcoaem mooenu Cymmamopos ¢ makumu xapaxmep ucmukamu, Cymmamopvt Ha base if-0uazpamm KOHKYPEHMOCno-
COOHYBL NO cpasHeHuto ¢ cymmamopom bpenm-Kynea u e2o MHo2ouucaeHHbIMU MOOupuKrayusmu. Mol npedrazaem 6104Hy0
CMPYKmMypy napaiiebHblx CyMMamopos, NOCMPOEHHbIX HA If-0uaspammax, u 6600UM ux madiuiHoe npeocmasienue, Ko-
mopoe cnocoOHO cucmemMamuyecKku co30a8ams MOOeIl Ha OCHOge duazpamm 1060t obumosol wupunsl. Tabauurnoe npeo-
cmasnerue cymMmamopos noooepaicusaem 3¢pgexmusroe omoodpasicernue ouazpamm 8 VHDL-mooyau Ha cmpykmypHom
U NOMOKOBOM YPOBHAX. B cmamve makoice uccied08ano npoCmpanHcmeo CyMMAamopos noCpedcmeom usmeHeHus Kospgu-
yueHma paszeemsieHus 8bixo008. Pesynomamol cunmesa va ocroge IIJIHC u cpagherus KOHKPEmHbIX CyMMaAmopos, no-
CMPOEHHbIX Ha If-Ouazpammax, ¢ cymmamopamu bBpenma-Kynea u masxcopumapHo-uHeepmopHblMu CyMMAmopami noka-
3bI8AION, YMO HOBbIE CYMMAMOPLL 0atom 6ojiee bvicmpule Yu@posvle cxembl MEHbUE20 PA3MeEDd.

Knrouesvle cnosa: mno2o-o6umosvie Cymmamopwl, OUAzZpammvl pewenutl, epemennas 3alepicka, niowaos, VHDL, FPGA,
NpOCMpPancmeo pacnapaiilerusanus
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