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Introduction
In a relatively short time of technological evo-

lution, information technology has been trans-
formed into artificial intelligence technology. 
Computer programs capable of self­learning, in-
dependent search for solutions to problems, and 
decision making have been developed. Software 
development is accompanied by scientific re-
search through an interdisciplinary cluster of cog-
nitive sciences. This cluster integrates mathemati-
cal logic, cognitive psychology, cognitive linguis-
tics, neurophilosophy, neurophysiology, neurobi-
ology, anthropology, philosophy of conscious-
ness, artificial intelligence theory, cognitive man-
agement, cognitive economics, neuromarketing, 
Internet logistics of technology platforms, model-
ing methodology. Key positions in this research 
cluster are retained by cybernetics, focused on 
management tasks.

Strong artificial intelligence is developed on 
the basis of computer evolution programs. A di-
rection of development was formed on the basis 
of evolutionary genetic and neural approaches. 
The thesis is used that human thinking and the 
brain have mental representations similar to com-
puter data structures and computational proce-
dures similar to computational algorithms. Since 
the human brain is identical to the computer in the 
content of processes in the form of calculations, 
the priority in the development of artificial intelli-
gence is given to the simulation of cognitive pro-

cesses that take place in the human brain. At the 
same time, the principle of demarcation between 
artificial intelligence and the decision­maker is 
maintained. Artificial intelligence is designed to 
make decisions, but not to make them, because 
subjective experience and will remain the compe-
tencies of people. The article discusses the meth-
odological strategies of integrated computer lo-
gistics in the field of artificial intelligence, fo-
cused on the tasks of the cognitive economy.

Main part of the study
Information technology was created in the 

twentieth century on the basis of the paradigm of 
functionalism. According to this paradigm, the 
description of functional properties and relation-
ships is logically independent of the description 
of physical properties and relationships. This 
means that the same functions can be reproduced 
on substrates with different properties. In this 
context of consideration, human thinking is simi-
lar to mathematical calculation. It was only neces-
sary to develop, within the framework of formal 
logic, the programming mechanisms necessary 
for the transformation of natural language state-
ments into statements of an artificial language, 
one of the modifications of which is the language 
of mathematical calculi. Mathematical logic 
coped with this task. Human thinking was formal-
ized on the basis of a specific set of functions for 
processing information, storing and transmitting 
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information. At this stage, algorithms were devel-
oped for solving specific computational problems 
related to statistics, costing, document manage-
ment, design and construction. Human thinking 
was freed from routine arithmetic calculations sim-
ilar to the function of a calculator. After the com-
puters were combined into an information network, 
they began to perform the function of transmitting 
and receiving information (feedback). It turned out 
to be relevant in the face of increased volumes of 
information necessary for decision­making. It was 
the beginning of cybernetics.

Information technology developers wanted to 
transfer more functions of human thinking to 
computer technologies. This means that in the de-
scription of the function of thinking it was neces-
sary to introduce features of human conscious-
ness. That was the beginning of the methodology 
of simulation modeling of information processing 
functions in the human mind. For this purpose, 
the categorial apparatus of cognitive science has 
been updated. He became the basis of the paradigm 
of cognitive sciences. The initial thesis of this para-
digm is that people act on the basis of cognitive 
codes. Their behavior is a causal consequence of 
operations performed on the basis of these codes.

As a result of cognitive activity, a system of 
meanings (concepts fixed by the word) is created, 
which refers to the fact that the individual knows 
and thinks about the world. In a systematic form, 
these meanings are represented by a mentality, 
which is understood as a stable set of attitudes and 
predispositions of an individual or social group to 
perceive the world in a certain way. Mentality re-
flects the style of thinking, as well as mental atti-
tude, national character, attitudes, values, behav-
ior, activities, mental processes.

The subject of cognitive linguistics is the pro-
cesses of perception, categorization, classification 
and understanding of the world, the accumulation 
of knowledge, that part of the information that is 
reflected and fixed in the forms of language. 
Frames (stereotypical situations, scenarios), con-
cepts (the totality of all meanings expressed by 
the means of the language), aestaltes (integral ad-
ditional images of fragments of the world) be-
came the instruments of operation. The language 
sign system plays a role in coding and transforma-
tion of information. Categorization develops con-
cepts in which the most relevant properties for 
everyday consciousness are concentrated. Genera­

tive (transformational) linguistics of N. Chomsky 
has become one of the grounds for creating a new 
generation of computer programs that take into 
account the characteristics of subjective reality 
[1]. Its essence is that transformational and struc-
tural rules, principles describe the creation and in-
teriorization of language expressions. Using a fi-
nite set of grammar rules and concepts, people 
can create an unlimited number of sentences. The 
ability to structure expressions is an inherent part 
of the genetic program of humans. They are prac-
tically unaware of these structural principles. 
People only need to learn lexical units and mor-
phemes in order to construct expressions. Under­
standing the language is not due to past experi-
ence of behavior, but to the mechanism of lan-
guage acquisition (internal memory structure).

J. Fodor developed the theory of human brain 
activity with the concept of modularity of con-
sciousness [2]. According to this approach, the 
human cognitive system consists of a central pro-
cessor and modules. Central processors (conclu-
sions) have access to the entire cognitive system 
of a person. They form censorship mechanisms. 
These mechanisms are culturally determined. 
Information that does not fit into cultural models 
does not reach the human mind, as it is censored. 
Censored (recognition, identity procedures) infor-
mation is divided into modules (fragments). In the 
general semantic picture, it is collected only in the 
central processor. Information is structured to fit 
the cultural program. From the standpoint of con-
nectionism, the mental activity of the brain is 
modeled through the distribution of activation 
signals between simple computational units (neu-
rons), which it possible in conditions of fuzzy or 
insufficient data, contextually dependent con-
cepts, and dynamic representations. Neurons can 
enter quantitatively measured states of activation 
and measure the weight of connections with each 
other, creating complex systems, configurations, 
described by a mathematical apparatus. Each con-
figuration described by a mathematical vector is 
a representation of a mental state. A neural net-
work, unlike computers of linear architecture, 
practically does not need preliminary program-
ming. She is capable of self­learning, as a result 
of which she performs the functions of general-
ization, classification, prediction, speech recogni-
tion, images, memory research, learning process-
es. In 2010, the Image Net database was devel-
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oped. It contains 15 million images in 22 thou-
sand categories. Based on such a database, a neu-
ral network is capable of making practically er-
ror­free decisions.

Despite the successes in the field of artificial 
intelligence theory, computer programs in the 
field of cybernetics only contribute to human de-
cision making. He remains the main actor. There 
was a rejection of the thesis about the isomor-
phism of a computer program and human con-
sciousness. As a result, cognitive sciences have 
focused on the connection of the human psyche 
with the functions of his brain. Physicalism, psy-
chologism, and functionalism were combined. 
The result of concentration of efforts was neuro-
psycholinguistics.

A statement is formulated that organisms use 
internal representations (representations) and per-
form computational operations on them [3]. Cog­
nition in this sense is the controlled manipulation 
of representations.

The developers of the theory of behavioral 
economics and neuromarketing began to believe 
that the understanding of the situation and deci-
sion­making by individuals is formed by mecha-
nisms of unconscious thinking. D. Kahneman be-
lieves that the role of rational judgment is overes-
timated [4]. It focuses only a small part of the 
perceived information, reaching the stage of anal-
ysis. In many cases, a judgment on a positive out-
come of a choice is made on the basis of a subjec-
tive opinion of its correctness, without taking into 
account real facts. Reflective thinking systems are 
knowledge­based. Impulsive thinking systems are 
based on off­the­shelf schemes.

The unconscious thinking model is preferred 
because it is highly effective due to the low con-
sumption of intellectual resources. No additional 
cognitive effort is required. Activation of ready­
made patterns of social relations occurs without 
the participation of consciousness (automatic 
thinking). When there are many variables, the 
brain performs mental tasks better without the 
participation of consciousness. When there are 
few variables and the solution of the problem is 
reduced to the simplest logical operations, con-
scious thought works. As a result, unconscious 
thought is wider than conscious thought due to the 
limited capacity of working memory. The neural 
system is a biological carrier and a causal genera-
tor of mental states. These conditions are identical 

to neural states. The spatial and environmental or-
ganization of the human nervous system is onto-
logically integrated into the brain and generates 
neural and mental states. A particular individual is 
a carrier of a mentalized brain.

Formalization of decision­making processes 
is designed to ensure decision­making, but not to 
replace them. First of all, it is supposed to support 
decision­making based on poorly structured infor-
mation; assessment of the situation and assess-
ment of alternatives. A multi­criteria hierarchical 
assessment of the situation is implemented. The 
analysis of influences in the management of poorly 
structured situations is carried out. Provides intelli-
gent support for management decisions involving 
intelligent. Methods of formation of enterprise de-
velopment scenarios are used. Experts, analysts use 
ideas about the processes occurring in dynamic sit-
uations at the enterprise. They use scenarios for the 
development of the situation in the enterprise in 
rapidly changing conditions and correlations.

The fourth industrial revolution formulated 
the trend of a digital society based on the network 
structures of artificial intelligence. One of the 
conditions of this trend is the compatibility of all 
participants in social communication. The infra-
structure of crowd platforms has been created. It 
is a place of updating the creative resources of so-
ciety. Project applicants through crowd platforms 
have the opportunity to dialogue with potential 
investors and donors. If in a timely manner the 
project is gaining the necessary financial support, 
then it becomes innovative. According to this 
technique, the commercial crowdfunding plat-
form «Ulej» (Ulej.by) operates in Belarus. Infor­
mation support for startups is provided by the 
BTW­Portal of the creative industry. He also pro-
vides information support for projects.

One of the first issues of the creative industry 
in Belarus began to be considered by I. Matsevich 
[5]. She traced the evolution of social communi-
ties in a new paradigm. The conceptual apparatus 
used was developed in English­language studies 
on the creative industry («creative city» C. Land­
ry) [6], «cluster» [7]). The subject of discussion 
was the importance of clusters in the field of cre-
ative economy for the development of social com-
munities in the city. An important part of this pro-
cess is the formation of the information environ-
ment of the cognitive economy and the mecha-
nisms of functioning of cyber­physical systems. 
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Elements of the cognitive economy are «smart en-
terprise», «smart city» [8]. The basis of manage-
ment practices is formed by methods and models 
of artificial intelligence, intelligent information 
systems, decision support systems, intelligent 
data processing. Intelligent production planning 
systems, dynamic expert systems for dispatching 
enterprise management, financial analysis and 
planning using neural networks and evolutionary 
algorithms, as well as intelligent investment port-
folio management and risk management systems 
are used. An important explanation is the nature 
of the evolution of organizations and social insti-
tutions under structural uncertainty.

The basis is an understanding of the mental 
activity of a person and a model from the field of 
cognitive sciences. An interdisciplinary concept 
of heterodox economic theory has been formed. 
This theory integrated the sections of cognitive, 
experimental, and behavioral economies [9]. 
Formed business analytics, data mining, text min-
ing, web mining, business intelligence. Hybrid in-
telligent systems have been developed that ana-
lyze the consciousness and logic of an expert. 
They consist of cognitive and analytical levels. 
The cognitive level provides information for pro-
cessing at the analytical level. Cognitive methods 
of analyzing the consciousness of social agents 
used, testing is carried out of the quality of deci-
sion logic for their brain activity, for parametric 
tuning of intelligent decision support systems. 
Methods of pairing forecast models and evaluat-
ing unstructured situations are used based on cog-
nitive modeling approaches. Models reproduce all 
stages of the decision support process – from ana-
lyzing the situation to choosing the best alterna-
tive. They are designed to support analysts in the 
face of uncertainty. The expert’s knowledge about 
the situation is modeled in the aspect of his ideas 
and preferences regarding the control goal and the 
dynamic properties of the situation. The influence 
of emotions on decision making, learning proces­
ses, decision making in the absence of time is stu­
died. According to the results of research, a whole 
group of cognitive distortions is classified.

The human­machine system combines the 
functions of human decision making and artificial 
intelligence decision making. In the process of 
creating the conditions for supporting deci-
sion­making, computer systems for analyzing sit-
uations and the method of cognitive maps used in 

them play an important role. Experts and analysts 
use ideas about processes that occur in dynamic 
situations modeled by a cognitive map. The im-
portance of a cognitive map of the environment 
was noticed as early as 1948 by Tolman [10]. In 
his opinion, it determines the response of the body 
to the environment. System reconstruction with 
elements of visual clarity achieved by using dia-
grams and drawings in mind maps contributes to 
a better presentation and assimilation of knowl-
edge (Tony Buzan [11]). Concept Maps empha-
size the importance of previous experience in cre-
ating new concepts (Joseph D. Novak [12], David 
Ausubel [13]). B. Kosko substantiated the meth-
odology of fuzzy cognitive maps – mathematical 
models that describe a problem situation and 
complex weakly structured systems [14]. These 
models allow you to study the evolution of the sit-
uation in terms of self­development, external in-
fluences. In the structure of the cognitive map, 
there are many concepts (vertices), as well as 
many relationships between concepts (arcs). 
Concepts are elements of the system under study. 
The same elements are the relationships between 
them. As a result, a structural diagram of causal 
relationships is created. A formalized modeling 
apparatus allows you to work with quantitative 
and qualitative data.

The cognitive map contains the basic laws of 
the observed situation known to the subject in the 
form of an oriented sign graph. The vertices of the 
graph are factors, signs, characteristics of the situ-
ation. Arcs capture cause­effect relationships be-
tween vertices. Fuzzy flow control methods have 
been developed in geographic information sys-
tems. A sectoral approach to modeling processes 
in local spaces of activity and management is 
used. Attention is paid to the analysis of complex 
control input factors, the potential strength of 
their influence, of their influence on the system 
parameters. Factors (domains) that have a large 
number of relationships with other factors are in-
vestigated. Factors are found that do not have re-
lationships with other factors (orphan factors). 
Clusters (subsystems) are distinguished, as well 
as elements of the hierarchical organization of the 
cognitive map.

But not only knowledge and information pro-
vide effective decision making. An important role 
is played by the subjective human factor. The­
refore, the cognitive economy is the knowledge of 
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how managers formulate goals, alternatives, how 
they reflect. Based on this knowledge, neuromar-
keting strategies are built.

Conclusion
Thus, the interdisciplinary logistics of artifi-

cial intelligence is focused on the tasks of ensur-
ing decision­making, as well as on the develop-
ment of effective computer programs for model-
ing complexly structured situations in the context 
of solving economic problems of regions and en-

terprises. In Belarus, this direction of the cogni-
tive economy has become a trend. It is associated 
with the development of cyber­physical systems, 
as well as a systematic analysis of social struc-
tures based on models of a smart city, smart home 
and smart enterprise. The Belarusian National 
Technical University is a structure integrated into 
the cognitive economy because it has the resources 
of the Faculty of Information Technology and 
Robotics, engineering and economic specialties, and 
the International Institute of Distance Lear ning.
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